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Preface

Message from the Unconference Chairs

Dear authors and readers,
It is with great pleasure that we write this foreword to the Book of Abstracts

of the Unconference of the Fourth Southern African Conference for Artificial
Intelligence Research (SACAIR2023). The unconference, held in-person on 4th
December 2023. It preceded the main conference held from the 5th to the 8th of
December. This is a student-driven event that provides a platform for developing
researchers and young academics to present their research and interact with
peers, sponsors and potential employers. It also includes a hackathon, hosted by
Entelect this year, as well as a shared task, released to the public in the months
preceding the conference.

This document contains the extended abstracts that were accepted after a
light review process. Each paper was reviewed by two reviewers and a meta-
reviewer decided the final outcome, resulting in 10 accepted extended abstracts.
The purpose of the process is to introduce young researchers to the formal review
process and provide them with valuable insight that will improve their work.
The authors formally presented their work at the unconference. The accepted
abstracts cover a wide scope within artificial intelligence, covering both applied
and theoretical machine learning in subfields of deep learning, reinforcement
learning and symbolic AI.

We would like to express our sincere gratitude to all those individuals who
have helped us in organising this event. In particular, the conference committee,
for their unwavering support as well as Entelect and the Goethe Institut who we
have partnered with this year. We are pleased with the level of interaction from
students and are look forward to witnessing their development into established
researchers within our country.

December 2023 Tevin Moodley
Sibonelo Dlamini

Asad Jeewa
Yuvika SIngh



2 Preface

Message from the General Chairs

The Southern African Conference for Artificial Intelligence Research was estab-
lished four years ago with multiple objectives. One of the most important of
these was for the conference to serve a developmental agenda. We intend that
the conference will be instrumental in developing the research careers of post-
graduate students and emerging academics. For many students, this conference
will be their first exposure to an international conference.

The unconference, a fairly informal gathering of students, academics and
industry, is intended to provide a friendly environment with an emphasis on
interaction. It provides a forum for students to share work in progress and to elicit
feedback from seasoned researchers and peers. We are pleased with the interest
shown by emerging academics and students and congratulate the authors whose
work appears in this Book of Abstracts. It is heartening to note the excellent
quality of the work presented here.

We also take this opportunity to congratulate the young academics who
chaired the unconference and thank them for their hard work in organising the
this event.

December 2023 Terence van Zyl
Dustin van der Haar
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Explanation for Defeasible Entailment

Victoria Chama1[0000�0003�3641�4849]

University of Cape Town Private Bag X3 Rondebosch 7700, Cape Town
chmvic006@myuct.ac.za

Abstract. Explainable AI is a highly relevant topic of current research.
It aims to come up with intelligent systems that are able to provide rea-
sons for decisions made and actions taken. Explanations for monotonic
systems are provided through justifications. However, little research has
gone into providing explanations for non-monotonic systems where ad-
ditional information may lead to the withdrawal of earlier consequences.
We demonstrate that in order to derive justifications for defeasible knowl-
edge bases accurately, we need to establish the point at which conflicts
arise by using the rational closure algorithm to come up with a ranking
of defeasible statements. This is of great importance because it has been
shown that the semantics is appropriate in the sense that the representa-
tion and derived algorithm to compute rational entailment checking links
to the set of preferential and rational properties of the KLM approach.
This means that the algorithm to derive justifications from defeasible
knowledge bases is also appropriate since it conforms to the intuitive
semantics for defeasible subsumption in description logics.

Keywords: Defeasible entailment · Rational closure · Justification-based
explanations.

1 Explanation for Entailments

The argument for extending classical reasoning services with explanations has
been made clear through uses such as: Explanations support users in detecting
and repairing errors in potentially large and highly complex knowledge bases [1,
2], knowledge base comprehension can be made easier and explanations allow
the user to pinpoint the statements which are responsible for inconsistencies.

Additionally, explanation has been shown to be crucial for user acceptance
and satisfaction in many studies [3]. There has been a significant amount of re-
search devoted to the area of explanation. In particular, a specific type of expla-
nation called justifications [2]. However, users still have trouble understanding
justifications. Thus, another research area has emerged that uses justifications
as a foundation for explanations but expresses them in natural languages such as
English for easy readability. It is important to mention that justifications are not
the only way to express explanations but rather they are the most commonly
used because they appear to be closer to the way people do reasoning, more
concise and readable than reasoning-based explanations [4]
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2 Defeasible Explanation Components

The algorithm to compute justifications for defeasible knowledge bases is there-
fore based on two main bodies of work, namely that of classical justification
generation, and that of non-monotonic reasoning in description logics in partic-
ular the computation of rational closure as shown in Figure 1.

Fig. 1. Defeasible Explanation components

3 Computation of Defeasible Justifications Algorithm

By combining the rational closure algorithm to handle defeasible knowledge bases
and the algorithms to compute justifications we provide a framework to compute
explanations for defeasible reasoning

Fig. 2. Algorithm to Compute Defeasible Justifications

The algorithm to compute justifications for defeasible knowledge bases for an
entailment ⌘ is summarised as follows: it uses RationalClosure and ComputeAllJustifications
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as sub-procedures. The first step is to compute whether or not the query is ra-
tionally entailed from the knowledge base and return the rank at which the
rational closure was determined. The rank is central in determining justifica-
tions for defeasible knowledge bases because it indicates which layers have been
discarded.

Suppose we have a knowledge base that has been ranked using the rational
closure algorithm.

Fig. 3. The Ranked Interpretation of K

When we query the ranked knowledge base and ask SpecialPenguin v Fly,
“do special penguins typically fly”. The system responds ”YES”. There are 2
minimal subsets that support the statement special penguins typically fly

J1 = SpecialPenguin <⇠ Fly
J2 = SpecialPenguin v Penguin, Penguin v Bird, Bird <⇠ Fly Additionally, you

could give the argument that another subset J3 = SpecialPenguin v Penguin,
Penguin <⇠ ¬Fly exists which will return “NO” to the query. However only J1 is
the only valid answer.

4 Conclusion

In order to accurately derive justifications for situations where a knowledge base
may contain conflicting information, we need to establish the point at which
conflicts arise i.e., determine the rank.

This is of great importance because compared to other frameworks such
as the one by Casini and Straccia [6] which lacks an appropriate semantics,
the syntax presented for defeasible subsumption has an appropriate semantics
that is intuitive. Furthermore, the derived algorithm to compute rational entail-
ment can be reduced to classical entailment checking meaning its computational
complexity is no worse than that of entailment checking in the classical under-
lying description logic. There are four distinct paths for future work available
for justification-based explanations for defeasible reasoning: An implementation
and testing of the ComputeDefeasibleJustifications algorithm, possibility of ex-
tending justifications to the other forms of defeasible reasoning within the KLM
approach, a theoretical understanding of explanations for other non-monotonic
reasoning frameworks and extend justification-based explanations to natural lan-
guage explanations to assist users in understanding entailments.
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Towards General Learning Agents for Markov Decision 
Processes 
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Abstract. The goal of this work is to contribute towards the design and under-
standing of agents in the context of general learning. We aim to show that pro-
gress can be made, and that positive steps can be taken in the direction of gen-
eral learning, irrespective of whether it can be achieved in absolute terms. The 
agents considered in this work for general intelligence will be referred to as Ge-
neric Problem-Solving Agents. A description of such an agent, the environment 
for such an agent, how to evaluate these agents, and a limited instantiation of 
such an agent, called GPSA_basic, is described in this paper. Four of the key 
problems regarding general learning are discussed. The novel approach in 
which the GPSA_basic algorithm solves these problems is demonstrated by 
evaluating the algorithm on some familiar problem domains represented as 
Markov Decision Processes. GPSA_basic paves the way for a single artificial 
problem solver to operate in many diverse environments, doing so through self-
learning. 

Keywords: Markov Decision Processes, General Game Playing, General 
Learning, Deep Reinforcement Learning, Generic Problem-Solving Agents 

1 Introduction 

While most existing artificial intelligence (AI) projects aim at a certain aspect or ap-
plication of intelligence, a general intelligence (GI) project aims at intelligence as a 
whole, which has many aspects, and can be used in various situations. A major obsta-
cle to creating agents that can function in such a generalized learning context is that 
the problem domain is unknown, thus requiring the evolutionary development of the 
agent rather than pre-constructing it. Two contemporary methods having a similar 
objective is neuroevolution [1-4], and, arguably the most state-of-the-art method in-
stantiating AI today, namely deep reinforcement learning (DRL) [5]. The 
GPSA_basic algorithm is presented as a potential alternative to current implementa-
tions of DRL. Four key problems for GI are introduced and it is shown that 
GPSA_basic provides a possible solution to them. In the experiments GPSA_basic 
was compared with a general implementation of DRL. The results are discussed.  
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2 What a GPSA Is, and Four Key Problems of GI 

In this section four key problems of general problem solving are discussed as well as 
the implications they hold for DRL, and most other methods depending on artificial 
neural networks (ANNs). This is followed by a description of a typical environment 
for a generic problem-solving agent (GPSA), concluded by a description of what a 
GPSA is. 

2.1 Four Key Problems of GI and Their Impact on DRL 

The first problem pertains to the ability of an agent to function within an unknown 
problem space. This problem is about the construction and efficiency of an agent 
without any prior knowledge of the problem domain. All this knowledge must be 
acquired as the discovery process unfolds [6]. Such a problem space will be a multi-
task environment [6]. This in turn gives rise to fractured problems because of the 
discontinuous relation between problem states and possible actions [7]. Related to the 
sequence in which problems are encountered is interleaving between problems [8, 9].    

The second problem is about the integration of newly attained information into an 
existing knowledge base without losing existing information captured, thus avoiding 
“forgetting” or “unlearning” [10].     

The third problem is the speed of acquiring new knowledge from single observa-
tions containing limited information. Modern artificial methods that evolve or develop 
their solutions such as deep learning and neuroevolution [11-13] can take a consider-
able number of time steps to recognise and integrate new information. 

The last problem is the processing resources required for DRL. Current implemen-
tations of DRL such as AlphaZero requires significant computational resources and 
expensive dedicated hardware [14]. 

2.2 Typical Problem Domain for, and Description of a GPSA 

From the four key problems a nine-point foundational description of the problem 
domain for a GPSA was constructed for evaluation. Briefly, these points are: (1) the 
number of problem domains is unknown, (2) the nature of the problem domains is 
unknown, (3) problem domains may be isolated, interleaved or blended, (4) problem 
domains are governed by underlying rules which may drastically change dynamically, 
(5) problem states may be highly repeatable or not, (6) there can be deterministic as 
well as random transitions between states, (7) problem states may differ subtlety yet 
have drastically different outcomes, (8) reward or punishment may be hidden at any 
depth, and (9) event chains where actions have no effect on the immediate outcome. 
The criteria proposed for deciding between the performances of different GPSAs can 
be stated for the purposes of this work as: The GPSA that can function best inside this 
9-point domain, while doing so using least processing resources and power.  
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An agent qualifying as a GPSA will at least require the following characteristics: 
generic input, the ability to internalise inputs, the ability to discover the rules that 
govern these entities, the ability to find complex rules and a set of generic effector 
functions. 

Lastly, the GPSA_basic algorithm is an instantiation of a GPSA that is not based 
on an artificial neural network, but rather consists out of the following real-time sub-
algorithms: I-net, TSMF, Optimisation, Change Detect, Stagnation Detect and Stitch-
ing. 

3 Findings 

GPSA_basic and a general implementation of DRL were compared on four well-
known, but specially adapted problems namely CartPole, Tic-Tac-Toe, Collision 
Avoidance for Multiple Mobile Robot Environment, and finally a problem space con-
sisting of a combination of all the above. The combination problem represents an 
instantiation of the discussed GPSA problem domain. In this section the results of the 
experiments are discussed to show that GPSA_basic can indeed solve the four key 
problems better than DRL and can function in a GPSA problem domain. 

Key Problem 1 - Functioning Within an Unknown Problem Space: From the exper-
iments it was found that significant tuning of parameters such as learning rate, replay 
memory size and topology was required for DRL to produce acceptable results. Clear-
ly, a form of solution evolution is required. GPSA_basic starts off tabula rasa, then 
internalises the problem in such a way that it eliminates the problem of upfront design 
and secondly reduces learning time. The algorithm evolves its output interface to suit 
the environment. GPSA_basic does not require upfront design of topology or replay 
memory. 

Key Problem 2 - Integration of Newly Attained Information: From the experiments 
it was seen that GPSA_basic exhibits a level of insensitivity to the scale of new prob-
lems, irrespective of the order in which they were learned. GPSA_basic disposes of 
the cumbersome need to first insert the new input into experience replay memory and 
then slowly starting to integrate this new information into the existing weights of the 
trained ANN. It was seen that GPSA_basic could learn a new ruleset in just a few 
minutes, while this was not the case for DRL. GPSA_basic outperformed DRL in the 
experiments. 

Key Problem 3 - The Acquisition Speed of New Knowledge: GPSA_basic accom-
plishes one-shot learning. As soon as a change in the environment is detected, or a 
new problem is introduced, the algorithm will quickly detect the change and respond 
to it immediately by learning it. Since DRL relies on a potentially very large replay 
memory, from which batch training is done on the ANN, the algorithm took longer 
and longer as this memory grew to integrate new information, or to discover a change 
in the environment. 

Key Problem 4 - Required Processing Resources: In the conducted experiments 
GPSA_basic used less than 25% of the time, and less than 1% of the memory required 
by DRL for the same problems. Both methods executed on standard personal comput-
ers (PCs). 
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A comparative analysis of segmentation techniques for malignant tumour 
detection 

Celumusa Duma and Yüvika Singh 
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Abstract. This study aimed to compare three segmentation techniques—U-Net, Random Forest, and Fuzzy C-
Means—for malignant tumour detection in medical images. We used a publicly available 2D brain tumour 
segmentation dataset comprising 3064 images from 233 patients. The experimental setup consisted of an encoder-
decoder U-Net architecture with a Random Forest classifier and Gabor features for feature extraction. We also 
proposed a modified Fuzzy C-Means algorithm for the purpose of brain tissue density segmentation. The results 
indicate that the U-Net model produced the most accurate results with an accuracy of 99.7% and dice coefficient 
of 92.9% on training data, followed by Random Forest with an accuracy of 98.9%. The study highlights the 
strengths, weaknesses, and potential areas for improvement of each segmentation technique. 

Keywords: Medical image segmentation, Tumour detection, Fuzzy-c means, Convolutional Neural Network, 
Random Forest, U-Net. 

1 Introduction 

A tumour is a mass of dysfunctional mutated cells that spread throughout the body, causing pain, and invading organs 
[1]. Unlike benign tumours, malignant tumours pose a high risk due to the presence of cancerous cells and their 
metastasizing nature. In 2020, an estimated 9.96 million lives were claimed worldwide by these tumours, which stand 
as a prominent cause of death [2].  

Segmentation techniques are vital for the spatial location of tumours and for converting related images into readable 
formats. Medical imaging techniques and processing, such as magnetic resonance imaging (MRI) and computed 
tomography (CT), have revolutionized cancer diagnosis and treatment planning. However, accurate segmentation of 
tumour regions from medical images is a challenging task that requires sophisticated algorithms and techniques.  

When a patient is sick and medical professionals suspect an underlying health issue, various diagnostic scans may 
be required to assess the patient's condition and determine the appropriate treatment. The choice of scan depends on 
the patient's symptoms, medical history, and the suspected or potential diagnoses. After obtaining an image, a medical 
professional will meticulously examine it in an effort to identify any underlying diseases and potential contributing 
factors. This process can be quite labour-intensive and time-consuming, varying from several hours to a few days, 
contingent upon factors like the gravity of the pathology and the level of expertise of the clinician involved [3].  
Several segmentation techniques have been proposed in the literature, but their effectiveness and suitability for 
automated systems are still unclear. Some of the techniques proposed are thresholding, region-based, edge-detection, 
clustering, and deep learning among others. Thresholding is a common method for segmenting images into regions of 
interest. In thresholding, an image is divided into two groups of pixels based on their intensity values. Pixels with 
intensity values below a specified threshold are assigned to one group, while pixels with intensity values above or 
equal to the threshold are assigned to another group [4]. Pandey et al [5] proposed a method for the diagnosis of 
COVID-19 using deep learning and image segmentation. They conducted a performance comparison of different 
image segmentation techniques, which encompassed simple thresholding at 0.3 and 0.6, multiple thresholding within 
the range of 26 to 230, and the application of Otsu's method. They found that Otsu's method produced the best results 
with precision of 95.04% and specificity of 69.65% with an accuracy of 95.52% for COVID-19 CT scan images. Ng 
et al. [6] proposed a novel methodology for medical image segmentation that combines k-means clustering and an 
improved watershed segmentation algorithm. The methodology was evaluated on a dataset of 50 2-D MR images of 
the head, and it was shown to be effective in generating general segmentation maps. The authors concluded that their 
proposed approach of using k-means clustering to obtain a primary segmentation of MR images prior to applying the 
improved watershed segmentation algorithm is a promising one. More recently, Guo et al. [7] designed and 



implemented an image segmentation system based on deep Convolutional Neural Networks (CNN). CNN is a popular 
deep learning-based segmentation technique that has achieved state-of-the-art results in several medical imaging 
applications, including tumour detection. Given all of this, a need for a comparative analysis of segmentation 
techniques for malignant tumour detection arises. In this study, we conducted a comparative analysis of segmentation 
techniques for malignant tumour detection for automated systems. 
 

2 Related Work 

Segmentation of malignant tumours from medical images is a crucial task in computer-aided diagnosis. It is used to 
extract useful anatomical structures, locate tumours, abnormalities, lesions, quantify tumour growth, and conduct 
radiation dose calculations for treatments. Various segmentation techniques have been proposed and applied to 
different medical imaging modalities. Among them, convolutional neural network (CNN) segmentation, fuzzy c-
means (FCM) segmentation, and random forest (RF) segmentation have shown promising results.  

CNN is a popular deep learning-based segmentation technique that has achieved state-of-the-art results in several 
medical imaging applications, including tumour detection [7]. It was first designed in 1980 to classify manuscript 
numerals. This was later translated into recognition techniques, patterns and shapes from unprocessed images. CNN-
based segmentation techniques have been developed for different medical imaging modalities, such as computed 
tomography (CT) and magnetic resonance imaging (MRI) [7]. The tech7nique's ability to learn discriminative features 
from images has led to improved segmentation accuracy and reduced the need for manual intervention.  
Multiple efforts have been placed in creating CNN-based segmentation techniques that generate a segmentation map 
in one forward pass. One such study proposed a computational method called deconvolution to visualise images [8]. 
This method enhances the image intensity by finding the inverse of the mathematical expression designed to 
distinguish the image from the artefacts. Long et al [9], further proposed using deconvolution to restore the dimensions 
of segmentation maps. This method initiates neural networks to cypher bilinear interpolation. Badrinarayanan et al 
[10] proposed an alternative approach that requires keeping activation indices, storing them in max-pooling layers and 
later upsampling them. A similar method was proposed by Noh et al [11]. Other studies join conditional random fields 
(CRN) with traditional CNN techniques. One such work uses pixels in image segmentation via CNN and then post-
processes these results using CRF [12]. Ciseran et al [13] used convolution of neural networks to segment electron 
microscopy images. This method uses classifiers to extract pixels in each layer of a moving window and consequently 
repeats the process for each stack. Ronneberger et al [14], used the same method to acquire better results. The size of 
the latter images was smaller, but the features were bigger and clearer when compared to Ciseran et.al.  

In a study to evaluate CNN-based segmentation of MRI images of the hand and the brain, it was concluded that 
combining segmentation maps at different scales produces better results when compared to a summation of forward 
features in sequential stages [15]. This was due to challenges of class imbalances and high memory demand. Another 
CNN-based technique is superpixel. This technique separates images into areas of similar characteristics such as 
colour and texture [16].  

A study comparing a combination of the superpixels and SegNet in carcass images showed that SegNet produces 
97%-pixel accuracy due to convolution and upsampling layers [16]. Although this technique exhibits good background 
information, it shows poor precision in the edges. This study was done in a pool of 226 carcass images. A study to 
design a segmentation technique for MRI brain images proposed a 14-staged, 9-layer convolutional neural network 
approach [17]. In this approach, input images are converted into similar dimensions, convoluted, batch normalised 
then max-pooled for accurate segmentation. When tested, the technique produced 20.83% accuracy using the 
convolution of SVM on CNN 98.10% when Adamax was used as an optimizer, and SOFTMAX used the initial 
parameter [17]. The final results obtained were 99.745% accurate when RMSProp was used as an optimizer [17]. 

FCM segmentation is a clustering-based segmentation technique that groups image pixels based on their intensity 
values and spatial proximity. FCM has been applied to various medical imaging modalities and has shown promising 
results in tumour segmentation [18]. However, FCM's performance may be sensitive to the initialisation of its 
parameters, and it may require extensive manual intervention to achieve accurate segmentation results. FCM-based 
techniques with spatial constraints are useful for half-volume segmentation of MRI images and inhomogeneity 
correction of intensity. To compensate for the shortcomings of these techniques, Ahmed et al [19] proposed a corrected 
FCM called BCFCM. BCFCM computes each localised term in a single iteration step and hence the process becomes 



time-consuming [19]. This can be eliminated by spatial constrained kernelised FCM where localised terms are grouped 
into functions [19].  

RF segmentation is a machine learning-based segmentation technique that uses an ensemble of decision trees to 
classify image pixels [20]. RF has been applied to different medical imaging modalities, including MRI and CT. RF 
has shown promising results in tumour segmentation and can handle high-dimensional data with a large number of 
features. However, RF's performance may be sensitive to the selection of its hyperparameters, and it may require 
extensive computational resources.  

In a study to compare CNN segmentation and RF-type techniques, a deep convolutional neural network (DCCN), 
Random Forest, feature extraction architecture and whole image architecture were used [21]. Using 80% training and 
20% testing data, DCCN showed the most accurate results and sensitivity while requiring less memory. This was 
linked to the ability of neural networks to recognize accurate features even in constantly changing data.  

Edge-based segmentation techniques use edges as distinct image boundaries. These boundaries are detected, 
measured as amplitudes, compared to the threshold and accepted or declined based on the crack-edge position [7]. 
This technique works best when combined with region-based algorithms to avoid discrepancies related to noise or 
weak or fake edge detection. Region-based segmentation clusters pixels with similar properties together. 

In conclusion, CNN segmentation, FCM segmentation, and RF segmentation are promising techniques for 
malignant tumour detection in medical images. However, their suitability for automated systems may vary, depending 
on their sensitivity to hyperparameter selection and their need for manual intervention. A comparative analysis of 
these techniques can provide insights into their strengths and weaknesses and identify areas for improvement. 

 

3 Materials and Methods 

Brain tumour segmentation is a challenging task due to the high variability in the appearance of tumours, as well as the presence 
of noise and artefacts in medical images. In recent years, deep learning methods, such as convolutional neural networks (CNNs), 
have shown promising results for brain tumour segmentation. However, traditional machine learning methods, such as random 
forest (RF) and fuzzy c-means (FCM), are still widely used in clinical practice. In this study, we embark on a comprehensive 
comparative analysis of these three methods, each of which offers unique advantages and trade-offs in the context of brain 
tumour segmentation. 

3.1 Data acquisition and preprocessing 

Medical image analysis, particularly in the context of brain tumours segmentation, is a crucial area of research with significant 
clinical applications. Accurate and efficient segmentation of brain tumours from MRI can aid in the diagnosis, treatment 
planning, and patient monitoring. To facilitate advancements in this field, we use a publicly available, comprehensive 2D brain 
tumour segmentation dataset [22]. The dataset comprises 3064 T1-weighted contrast-enhanced images from 233 patients, 
encompassing three distinct types of brain tumors: glioma (1426 images), meningioma (708 images), and pituitary tumors (930 
images), along with their corresponding ground truth masks.   
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1 Introduction

Knowledge representation and reasoning constitute a domain within the realm

of Artificial Intelligence. It involves the modelling of information through formal

logical frameworks, enabling the application of rule-based manipulations that

pertain to specific modes of reasoning [1]. Within the diverse array of logical

systems, varying levels of expressive power emerge. Classical logic, for instance,

lacks the capacity to encapsulate the concept of typicality, posing a challenge

when endeavouring to succinctly represent exceptional knowledge. This typi-

cality encompasses a notion of ambiguity, enabling us to revise our inferences

should we acquire information that contradicts them. Such a style of reasoning

is known as defeasible reasoning. We deal with a specific method for establishing

defeasible reasoning which was proposed by Kraus et al. recognised as the KLM

approach [9], which employs propositional logic as its foundation. We focus on

rational closure, the most conservative.

A vital element of the process of reasoning involves the ability to deduce fresh

insights from preexisting information. Beyond merely deriving new knowledge,

it proves highly advantageous to understand the rationale behind the derivation

of specific information. Within formal logic, this understanding is facilitated

through explanations [4]. Explanations hold significant importance as they are

intrinsic to reasoning services that enhance the comprehension of knowledge

bases. As a result, they assume a pivotal role in the practical utilisation of

reasoning systems. In logical reasoning services, the primary means of offering

explanations is via justifications, and this paper explores this aspect.

2 Entailment

A collection of finite propositional formulas is termed a knowledge base, K ✓ L.

An interpretation becomes a model of a knowledge base K if it functions as a

model for every formula within K, that is, for every model of K, a formula ↵ 2 L
holds true. We assert that K entails a statement ↵, denoted as K |= ↵, when

every model of K also serves as a model for ↵, that is Mod(K) ✓ Mod(↵) [8].

? Supervised by Professor Tommie Meyer (tmeyer@airu.org.za)
?? Supported by the Artificial Intelligence Research Unit (www.airu.org.za)
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Definition 1. Let F ✓ L be a set of formulas and ↵ a formula. F entails ↵,

denoted F |= ↵, if and only if every model of F is a model of ↵ [12].

The KLM Framework expands propositional logic by incorporating the no-

tion of defeasible implication, |⇠, the counterpart to the classical implication !.

Defeasible implications are represented as ↵ |⇠ �, where ↵,� 2 L, interpreted

as "↵ typically implies �" [10]. Defeasible entailment, |⇡, is then established as

a binary relationship that spans defeasible knowledge bases and defeasible im-

plications. For instance, K |⇡ ↵ |⇠ � signifies that within the scope of K, "K
defeasibly entails that ↵ typically implies �" [5].

The BaseRank procedure arranges all statements based on their level of gener-

ality. All classical statements are positioned at the lowest rank, R1, and materi-

alised defeasible statements are placed progressively in generality as one ascends

the ranking order towards the topmost, R0 [3] [6]. Rational Closure represents

the most cautious approach to deriving conclusions from a defeasible knowledge

base K. This form of entailment draws limited inferences from the given K [3].

3 Explanations

Within reasoning systems, explanations serve the purpose of clarifying the rel-

evant statements within the knowledge base K that contribute to the logical

implication between the said K and an entailed statement, the query [4]. Among

the various methods for explanations in classical logics, justifications have been

extensively studied. A justification, J ✓ K, for the logical implication of a for-

mula � consists of a minimal subset of K that results in the implication of �.

The set of all justifications when K |= � is symbolised as J (K,�).

Definition 2. Let K be a knowledge base and � be a query such that K |= �.

The set of formulas J is a justification for K |= � if J ✓ K, J |= � and for all

J 0 ✓ J , it holds that J 0 6|= � [12].

Horridge introduced the concept of justifications and also introduced an al-

gorithm to identify justifications for classical entailments [7]. However, when

dealing with defeasible entailments, the concept of justification becomes more

intricate. Based on work by Brewka and Ulbricht [2], Chama [4] provided a

distinct definition for defeasible justification, which Everett et al. [5] expanded

on. As emphasised by Wang [12], Chama’s definition of justification is applica-

ble to the explanations we are exploring in this paper. Chama [4] modified the

RationalClosure algorithm to include an extra integer indicating the count of

formula ranks that are ignored and Wang [12] made further changes to produce

the BaseRankForJustification and RationalClosureForJustification al-

gorithms.

Example 1. Given the defeasible knowledge base:

K = {animal |⇠ wild, animal |⇠ hunt, pet ! animal, simba ! pet}
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The BaseRankForJustification algorithm produces the formula ordering

R0 = {animal |⇠ wild, animal |⇠ hunt} and R1 = {pet ! animal, simba !
pet} respectively. From this ranking, the RationalClosureForJustification
algorithm determines that K |⇡ simba |⇠ wild and does not discard any ranks.

We might initially consider both J1 = {animal |⇠ wild, pet |⇠ animal, simba |⇠
pet} and J2 = {animal |⇠ wild, animal |⇠ hunt, pet |⇠ animal, simba |⇠ pet}
as explanations supporting the claim. However, J2 contains animal |⇠ hunt,
which was not considered by the KLMDefeasibleJustification algorithm. Con-

sequently, only J1 remains the valid defeasible explanation since it only includes

the suitable and relevant minimal formulas for this entailment.

4 The KLMDEETool

We transformed the defeasible entailment and explanations algorithms into a

working software system tool. The KLMDEETool is developed in Java and is struc-

tured around a well-defined architecture that adheres to the Multi-tier Archi-

tecture pattern of software engineering [11]. It consists of several interconnected

components that work together to facilitate the processing and analysis of de-

feasible reasoning scenarios. The architecture is designed to ensure efficiency,

modularity, and ease of use. The source code is publicly available on GitHub
1
.

At its core, the system encompasses the UI Manager responsible for provid-

ing a unified user interface. This user interface tier offers both a command line

interface (CLI) and a graphical user interface (GUI) for user interaction. Both

of these interfaces consume and provide the same functionality but only differ

in presentation and the verbosity of the debug and information output. The UI

Manager interacts with various services such as the entailment service, justifica-

tion service, explanation service and the knowledgebase service, responsible for

storing and managing the defeasible knowledge base related data.

5 Conclusions and Future Work

The challenges in comprehending conclusions drawn from defeasible reasoning

are highlighted, and the role of justifications in explaining defeasible entailments

and aiding user understanding is discussed. The paper addresses this need by

presenting algorithms developed by Chama [4] and extended by Wang [12] that

compute justifications for defeasible entailments.

The primary contribution of this paper is a software system tool implement-

ing the proposed defeasible entailment and justification algorithms which can be

used as a debugging service for knowledge bases. The KLMDEETool can further be

extended to other defeasible reasoning formalisms such as Lexicographic Closure

and Relevant Closure. The logical operations can also be modified and tested

with bigger knowledge bases and complex queries. Natural Language Process-

ing (NLP) techniques and tools could also be employed to provide more robust

explanations, perhaps in a user’s chosen language.

1 The source code is available at https://github.com/chiefmonk/dee
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Abstract. In recent years quantum annealers were developed. These
are based on quantum annealing algorithms, which evolve a multi quan-
tum bit quantum state using an operator which evolves slow enough
over time, so as to allow the state to continuously remain in its lowest
energy state, with its final lowest energy state representing the optima.
The quantum annealers had great promise and also proved to achieve
considerable speed-up in certain cases. However, despite their potential,
quantum annealers are still restricted by today’s technology. Quantum
Inspired Annealing is an algorithm which runs on a classical computer
and simulates the dynamical evolution of a physical system, using in-
spiration from quantum mechanics. This work aims at comparing the
classical simulated annealing with three di↵erent quantum inspired sim-
ulated annealing algorithms to solve the traveling salesman problem.

Keywords: Quantum Inspired Algorithm · Quantum Annealing · TSP.

1 Introduction

Combinatorial optimisation is a class of optimisation problems that has appli-

cations in nearly all areas of society. Such problems involve searching for an

optimal solution in a finite range of potential candidates, and optimisation is

standardly achieved by approximating the optimal solution. These problems are

considered di�cult to solve. One combinatorial optimisation problem is the Trav-

elling Salesman Problem (TSP), which aims at finding the shortest cyclic path

given a set of cities and their respective distance. In its optimisation form, TSP

is an NP-hard problem [1].

One optimisation method commonly used to solve TSP is simulated anneal-

ing (SA). SA is a strong metaheuristic, in which the system is ‘heated’ and then

‘cooled’ down slowly in a controlled manner, in search of optima [2–5]. Simu-

lated annealing has an extensive research and many variations, several of which

are quantum inspired variations [6–13]. Those are optimisation algorithms, run-

ning on classical computers, borrowing ideas from quantum mechanics for better

? Supported by The South African Quantum Technology Initiative
?? Supervised by Prof. Tommie Meyer, Prof. Francesco Petruccione and Prof. Ilya

Sinayskiy
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performance. It is based on the notion that quantum mechanic o↵ers many ad-

vantages to classic one [14–16], but it is not bound to industrial developments in

the field of quantum computing. In its more general form, the quantum inspired

annealing relies on the adiabatic theorem for calculations [17–19], meaning that

a quantum system will stay near its instantaneous state of lowest energy (also

referred to as ground state) if the operator that governs its evolution varies

slowly enough, allowing it to reach the optima embedded in the last ground

state. Despite the fact that the adiabatic theorem and the annealing process

are seemingly distinct independent processes, this slow controlled evolution of

the system makes these two algorithms closely related [20–22]. Due to the rela-

tive simplicity of building a quantum annealer, extensive research was directed

towards analysing the abilities of such computers (in particular D-Wave [23,

24]) and borrowing inspiration from its behaviour for development of quantum

approximation optimisation algorithms [25–27].

With the growing research on quantum computing in general and adiabatic

quantum computing in particular [28–36], and its new applications [37–41], this

research benchmarks four di↵erent algorithms for TSP - simulated and quantum

inspired annealing, in order to further explore the applicability and suitability

of specific algorithms to specific problems.

2 Methods

Four di↵erent algorithms were chosen for this comparison:

Simulated Annealing (SA) - The used algorithm is a variation of the clas-

sic simulated annealing, which iteratively explores a solution space by accepting

worse solutions with decreasing probability, gradually ‘cooling’ the system to

find near-optimal solutions [3].

Vanilla Quantum Inspired Annealing (QIA) - This algorithm adds

qunatum tunneling to the SA, allowing a particle to tunnel through a potential

barrier to a non-adjacent state. This helps escaping local minima in the search

space and exploring alternative solutions [6, 42, 43].

Quantum Inspired Annealing Using Gradient Descent (GD-QIA)
- This algorithm translates TSP to an Ising model, and aims at finding the

configuration of spins that minimises the energy of the system. The dynamical

evolution is replaced with a gradient descent based method [44].

Coherent Ising Machine Simulator (SimCIM) - This algorithm emu-

lates the behavior of a quantum annealer using CUDA, which allows running

on various configurations simultaneously, and choosing from which the minimal

evolution of energy [45, 46].

All algorithms ran a dataset of 20k instances of the TSP, each comprising of

15 vertices. The chosen coordinates of each of the vertices for each problem were

uniformly distributed [47].
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3 Results

In our comparative study, we applied the four algorithms to find optimal solu-

tions to 20k instances of the TSP. The evaluation of these strategies revealed

significant di↵erences in their performances.

The SimCIM algorithm emerged superior amongst its peers, showcasing

remarkable e�cacy in optimizing the solutions to the TSP. This method demon-

strated a consistent ability to find optimal or near-optimal solutions, indicating

its potential as a robust choice for solving TSP e�ciently. In over 97% of the

cases the algorithm found the optimal solution and was near optima in close to

100% of the cases. In addition to that, convergence was very quick - after less

than 1500 iteration in average. The SimCIM’s robustness can be attributed to

its sophisticated mechanism that leverages quantum mechanics principles to find

the shortest possible route, therefore presenting itself as a potentially powerful

tool in this computational problem space.

While the SA did exhibit good convergence properties, also at less than

1500 iterations in average, it was prone to fluctuations during the optimization

process. This propensity for fluctuations indicates that while SA can indeed

arrive at satisfying solutions, the path to such solutions may be characterized

by periods of instability, potentially limiting its utility in scenarios demanding

quick and reliable solutions to TSPs. Despite those fluctuations, the algorithm

could achieve an optimal solution in 82% of the cases.

The QIA algorithm illustrated a protracted convergence timeline in compar-

ison to the others, after around 8000 iterations, thereby prolonging the solution’s

attainment. This slower convergence could potentially be a downside when deal-

ing with larger datasets or when time is a critical factor. Despite its slower pace,

the Vanilla algorithm eventually managed to converge, o↵ering a solution that,

while not the quickest, still held its ground in the competitive landscape of TSP

solving techniques, and optimal solution was achieved in 94% of the cases.

The GD-QIA was observed to have instability in finding a solid convergence

path. This instability translated into inability to find a solution which includes

all the cities and inability to pinpoint one solid route. The results suggest a need

for further refinement in this method to enhance its reliability and e�ciency in

solving TSPs, and suggesting, that in its current state for TSP solutions, it may

not be the optimum choice for problems demanding high reliability.

4 Conclusion

In conclusion, our analysis shows a clear advantage in using the SimCIM algo-

rithm for TSP, with its superior convergence properties and its ability to reli-

ably find the shortest path. While the SA demonstrated reasonable capability,

its fluctuations made it a less reliable choice in comparison to SimCIM. The QIA

showed more stability and better success rate, but had a significantly slower con-

vergence. The GR-QIA did not seem suitable, as is, to the problem. This study

paves the way for future research centered on using the strengths of the SimCIM

algorithm in finding optimal solutions to other combinatorial optimisations.
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Abstract. This work contributes to the field of constrained reinforce-
ment learning, focus on the promise of violation measures in encouraging
responsible and safe intelligent agent decision-making. We explore the in-
tegration of violation measures in constrained reinforcement learning [2]
to enhance the decision-making capabilities of intelligent agents in com-
plex environments. Two main approaches are investigated: one involving
the incorporation of violation penalization within the reward function
and another with external violation measures. Notably, varying param-
eter configurations and threshold values are used to evaluate the impact
on agent performance, which is trained using Q-learning algorithm. Our
findings suggest that incorporating violation penalization within the re-
ward function leads to more stable and robust results.

Introduction and Background. This research aims to address the challenge of
e↵ectively representing logical safety constraints within the RL framework by
introducing a novel violation measure, thereby enhancing the agent’s decision-
making process in model-free RL using constrained Markov Decision Processes
(MDP) to adhere to the safety constraints. A MDP is a formal framework used
to model decision-making problems in which an agent interacts with an environ-
ment over time [3]. It consists of the tuple (S,A,R, P ) [4], where S represents the
set of state, A actions, R is the reward function and P represents he transition
probabilities from one state to another. Our goal is to find the optimal strategy,
known as a policy (⇡), that dictates which action to choose in each state. An
’environment’ in this context refers to the external surroundings and conditions
that the agent interacts with during its decision-making process.

In CMDP [5], we introduce an additional element C which specifies a set of
unsafe states that the agent must avoid. The constraint modifies the agent’s ac-
tion space and influences the reward function. The updated tuple (S,A,R, P, C)
captures the integration of the safety constraint into the MDP framework. The
agent’s task now involves finding a policy that maximizes rewards while sat-
isfying the safety constraint. This often requires trade-o↵s between optimizing
rewards and avoiding unsafe actions. The set of constraint is generally expressed
as : C = {ci : S⇥A �! R | i = 1, ..,k} [5].
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Safety Constraints and Violation Measure. The set of safety constraints C, which
are logical conditions [6] in this case, will be defined using some basic statements
or propositions that can be true or false, that is, the propositional logic language.
These constraints define the criteria that a state must avoid in order to be deemed
safe.

Consider we have a set of safety constraints pair C = {c1, p1; c2, p2; . . .}, where
each ci is a logical expression involving the attributes of the state and pi the
threshold associated to ci. The general idea is that the robot can transition from
s to s0 if and only if none of constraints associated with s0 are satisfied. If not,
the agent should choose an action that does not place him in s0.

The novel violation measure V C(a, s) evaluates the level of constraint viola-
tion. Consider each constraint ci in C associated with its threshold pi. We now
define C to have elements (c, p). Here we define the violation measure by:

V C(a, s) =
1

|C|
X

(c,p)2C

max{0, bP (ci|a, s)� pi},

where |C| is the size of C, bP (ci|a, s) is the probability that an action a is unsafe to
execute in state s with respect to constraint ci, and is computed as bP (ci|a, s) =
Na,s,ci
Na,s

, where Na,s,ci is the number of times that action a was executed in state

s and constraint ci was satisfied (ci is true) in the resulting state, and Na,s is the
number of time that action a was executed and the constraint was satisfied or not
(number of episodes). To incorporate this violation inside the RL framework, we
use two method: the first one is the incorporate it directly inside reward and the
second one, outside reward. If the di↵erence between the estimated probability
and the threshold is positive, it implies a violation.

Methods for Adding constraints. The first method, where we deal with con-
straints separately from rewards, leverages the combination of Q-values [1] and
U-values, where Q-values represent expected cumulative rewards, and U-values
represent the expected cumulative violations. The Q and U values are central
elements here, and summarise the agent’s decision-making process, guaranteeing
a balanced compromise between maximising reward and respecting safety.

One popular way to compute function Q is to apply the Q - learning update
rule Q(st, at)  (1 � ↵)Q(st, at) + ↵ · [rt + �maxa Q(st+1, at)] [8], where ↵ is
the learning rate and � the discounted factor. The U-value is updated based on
the violation measure V C(a, s) with the goal of minimizing it. It is defined as:

U(st, at) (1� ↵)U(st, at) + ↵ ·
h
V C(a, s) + �min

a
U(st+1, at)

i
.

The optimal policy ⇡⇤(s) that evaluates the trade-o↵ between Q-values and U-
values is proposed as: ⇡⇤(s) = argmaxa2A [Q⇤(st, at)� �U⇤(st, at)], where �
is a weight or scaling factor that determines the trade-o↵ between maximizing
rewards and minimizing safety violations.

The second method : ”Constraint-Based Reward Approach” aims to discour-
age unsafe actions by penalizing the agent with negative rewards when safety
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constraints are not met. It simply views the constraint violation measure directly
in the reward function, and does not update separately U-values as in our first
approach.

Preliminary Result. We conducted experiments in two environments, each com-
prise several essential elements, including states, actions, reward and an exploration-
exploitation strategy, where both methods of incorporating constraint violation
are used. One is basic and simple, in which we evaluated the agent’s performance
with several sets of constraints and several values of beta, and the second is a
little more complex in terms of size and constraints included, where we evaluated
the agent via di↵erent values of threshold.

For lack of space, we only present result for the basic environment, with set
of one constraint under varying values of �. Outputs are shown in figure 1:

Fig. 1. Average rewards and violations with di↵erent � values. Top row: the violation
measure is outside the reward function. Bottom row: the violation measure is incorpo-
rated inside the reward function.

For both approaches, agent demonstrates an ability to optimise its decisions,
by maximising reward and satisfying constraints only after 500 episodes. As we
increase �, we notice a significant change in our agent’s behaviour. This means
that higher values of beta lead to more favorable rewards and violation, indi-
cating that the system is performing better in terms of achieving its objectives.
However, the second approach consistently leads to more favorable graphs com-
pared to the first approach for all three beta values.

We also run experiment in this environment with a set of two di↵erent con-
straint, also with di↵erent value of �. for the big environment, we have chosen
to keep the parameter � fixed while experimenting with two distinct threshold
sets. One of these sets contains large values, whereas the other set comprises
smaller values.
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Abstract. This study examines the use of Twitter data to predict South
African occurrences. Comparing Logistic Regression, Graph Convolu-
tional Network, Dynamic Graph Convolutional Network, and Graph Iso-
morphism Network. It is revealed that the graph neural network models
has the highest F1 score.

Keywords: Protests · Social Media · Graph Neural Networks.

1 Introduction

Social media has the ability to create echo chambers, reinforcing beliefs and opin-
ions of users [7]. This e↵ect is closely related to social movement theory, which
focuses on mobilizing individuals for social movements [12]. In South Africa,
social media has been accused of facilitating violent protests [20].

This study aims to determine if social media can be manipulated to pre-
dict future protests in South Africa. The research aims to use Twitter data to
anticipate protests and predict protest-related occurrences using Graph Neural
Networks.

2 Related Work

Protests are used by participants to shape public policy and advance democ-
racy [19]. Protest participation is characterised by three (3) factors: injustice
towards an in-group, the belief that a protests will result in immediate results,
and the in-group identity of protest participants [5, 1]. South Africa has had a sig-
nificant increase in protests that have been sparked by socioeconomic issues [3].
Although it is a democratic right in South Africa to hold peaceful protests, the
protests have become violent and turning into unrests [18].

The prospects of protests turning violent has been evident since 1994 [17].
It has been found that violent protest are more prevalent amongst the youth
demographic [2]. The internet has boosted young political engagement and it
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has been observed through some prominent social media protests that have been
associated with the “mustfall” and “shutdown” twitter hashtags [8].

The consequences of violent protests has a negative impact on infrastructure
and security. Hence, ex ante measures are needed to prevent the destruction
of important infrastructure [11]. There have been di↵erent types of machine
learning methods used for event prediction on social media data, such as, logistic
regression [4]; deep learning methods, such as, Recurrent Neural Networks [23]
and attention-based neural networks [10]; and graph based methods [9]. The
methods that have been used for protest prediction in South Africa have relied
mostly only on numerical data [23] or generating sparse features from English
only text documents [6], which does not account to the non-static dynamic nature
of social media data. Additionally, similar work have used post-event knowledge
to perform data filtration of the twitter data [6, 9], which is not possible in
a real-world context. In this work, we investigate graph-neural network using
multilingual social media data. Additionally, we use noise-reduction and a TF-
IDF based relevancy score to perform pre-event filtration of the twitter data.

3 Methodology

This study examines a three-year data window between 2019 and 2021 using
the Global Dataset of Events, Location, and Tone (GDELT) [15] and Twitter
data [14]. The GDELT data used focuses on CAMEO codes related to protests
and conflict occurrences, while Twitter is related to protest-related posts. A
sliding window approach is used to combine the two datasets (see Figure 1). In
this work we explored the potential of processing Twitter data to reveal signals
for improved predictive capability. Derivative metrics, from hashtags, links, and
mentions, were used for noise filtration in order to improve the signal in the data.
Additionally, the removal of stopwords was done using the TF1 method [21]
because of its benefit to the feature space and the sparsity degree of the dataset.

Fig. 1. Sliding window Fig. 2. Graph generation process

The study compares di↵erent machine learning methods, including Logistic
Regression, Graph Convolutional Network (GCN) [13], Dynamic Graph Con-
volutional Network (DGCN) [9] and Graph Isomorphism Network (GIN) [22],
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to model the data. A feature matrix is generated using TF-IDF values from
the Twitter data for logistic regression and the graph representations process
as depicted by Figure 2 is used for the graph word networks. Two versions of
graph representations are generated, i.e.,dynamic and static. The twitter data is
ordered sequentially by post date, thereafter, for each protest-related event oc-
currence as given by the GDELT data, the prior 5 days of tweets are extracted.
Finally, a selection process is used to find relevant keywords using a relevancy
score as defined by Equation 1, for each token wi over all documents k in the cor-
pus that contain wi. A selection of 1000 keywords are used to construct the word
network with nodes as keywords and edges based on smoothed positive pointwise
mutual information [16]. Finally, skip-gram word2vec word embeddings are used
to represent each node’s feature matrix due to the size of the data set.

r(wi) =
1

kwi

X

kwi

xk (1)

4 Results

Cross-validation is used to estimate mean average performance of the models.
Table 1 shows that geometric deep learning methods have higher average preci-
sion, with the GCN models having the highest average positive class F1 score. It
can be observed that the GCN models tend to have a higher recall, hence detect-
ing a majority of the days with protests. However, we note that the GIN model
has a high precision which implies that it less likely to get incorrect predictions
than the logistic regression and GCN model.

Table 1. Cross-validation performance

Model F1 Recall Precision
Logistic Regression 0.835± 0.050 0.927± 0.021 0.763± 0.076
GCN 0.875± 0.056 1.000± 0.000 0.781± 0.086
GIN 0.820± 0.079 0.780± 0.078 0.881± 0.133
DynamicGCN 0.870± 0.047 0.986± 0.005 0.782± 0.071

5 Conclusion

The geometric deep learning methods tend to quickly overfit training data due
to the data size. However, they are more stable due to their expressive graph
embeddings, hence allowing them to predict protest-related occurrences more
e↵ectively. This can be observed from the high F1 score. Future research should
explore data processing and model building in heterogeneous networks. Keyword
selection and isomorphism are crucial for network performance, and further in-
vestigation should explore dynamic capabilities and the addition of edge weights
to isomorphic graph neural networks.
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1 Extended Abstract

Vision Transformers (ViTs) are a relatively new Computer Vision Breakthrough.

They have been shown to outperform CNNs on a large enough dataset, this

project aims to use this information to bring and explore the effectiveness of this

technology into the field of lung cancer diagnosis. Lung cancer is the third most

common form of cancer and the leading cause of death to cancer[4]. Correctly

diagnosing its early stages can significantly improves one’s chance of surviving it

and as such doing so is vital. CT and PET scans are the most common imaging

methods used in cancer detection and diagnosis, however these scans expose

patients to incredibly large amounts of radiation which in itself can potentially

cause a cancer. As such there is a need to diagnose lung cancer early on and

with as few tests as possible hence a project that aids in this is vital. There

are different types of lung cancer which require different treatments, as such

identifying them correctly and early is of vital importance. This project created

a Vision Transformer model to learn how to identify the type of lung cancer from

CT and PET scans correctly while also exploring the different ways to prepare

the images for the model to find which worked best.

The process of identifying lung cancer type is called histologic classification and

is exactly what this model aims to do. It classifies lung cancer nodules into one

of the following four lung cancer types:

– Adenocarcinoma

– Small cell carcinoma

– Large cell carcinoma

– Squamos cell carcinoma

To train the model the Lung-PET-CT-Dx [3] dataset was used. This dataset

consits of CT and PET-CT Dicom images with xml annotation files segmenting

the nodes. This project used the Dicom images and annotations to obtain all the

images that has nodules present. These images were then saved in three ways,

one was just the image as it was, one was the image with a bounding box drawn

around the nodule and lastly the image with just the area of interest cropped.

This resulted in 26758 images being available to be used for training and testing

of each model. A train-test split of 80-20 was used for the training of each model.

Examples of three types of images follow:
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(a) Unsegmented Image (b) Segmented Image (c) Cropped Image

Fig. 1: The three different types of images used

The three different models were trained with identical configurations and pa-

rameters with just the actual images differing. The images were shrunk down to

72 by 72 greyscale images due to memory constraints. A sliding window of 6 by

6 pixels were used to get the patches. Each model was trained for 100 epochs,

batch size of 256, with an Adam optimizer and Sparse Categorical Crossentropy

loss function.

The accuracy and top-2-accuracy of each model was obtained with the following

results being produced:

Model Accuracy Top-2-Accuracy

ViT-Unsegmented-Model 45.83% 72%

ViT-Segmented-Model 51.35% 78.10%

ViT-Cropped-Model 62.73% 90.49%

Greater results were obtained in other papers such as Barbouchi et al [1], they 
were able to get on 96% accuracy on the Lung-PET-CT-Dx dataset, however 
they left out LCC examples as they focused on PET/CT images only which 
were not present in the LCC cases of the dataset while this project used all 
three types of scans.

To conclude, from these results it is observed the model that was fed cropped im-

ages worked the best. The model with unsegmented images was slightly behind 
the segmented one. This however could be due to the fact that more detail in 
the segmented and unsegmented images were lost in shrinking it due to memory 
constraints. Another important thing to note is that as proven in the initial Vi-

sion Transformer paper [2], to outperform CNNs a very large dataset is required, 
as such with a larger dataset Vision Transformers can go a long way in solving 
this problem.
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Abstract. In recent years, transformer-based models have demonstrated
remarkable success in various natural language processing tasks, leading
to their exploration in the field of reinforcement learning. The Deci-
sion Transformer, an extension of the GPT architecture to O✏ine Rein-
forcement Learning, was shown to outperform standard imitation learn-
ing (Behavioural Cloning) and perform comparatively with SOTA algo-
rithms such as Conservative Q-Learning on various reward-dense envi-
ronments from the ATARI-replay O✏ine dataset. However, it remains to
be seen how well DT performs in comparison to Behavioural Cloning in
environments with di�cult exploration. Our study leverages two ATARI
video-game environments with varying exploration di�culty, to create an
evaluation framework. We make deductions about each algorithm’s per-
formance in environments where exploration is a challenge. Our results
support previous literature that shows Decision Transformer to outper-
form Behavioural Cloning in GVGP environments, as well as suggesting
DT generalizes well to environments that require strategic exploration
but have dense rewards.

Keywords: O✏ine Reinforcement Learning · Transformers · Video Game
Environment

1 Introduction

With the success of Transformer models in areas such as Computer Vision and
Natural Language Processing, Transformer-based RL approaches have started
to gain prominence, such as the Decision Transformer (DT), [3] which abstracts
RL as a sequence modelling problem and leverages a generative transformer to
output actions.
The Decision Transformer has been shown to outperform conventional O✏ine
RL approaches, such as CQL (Conservative Q-Learning), [6] and Behavioural
Cloning [1], in certain reward-dense environments from the Arcade Learning
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Environment (ALE) [2], and D4RL benchmark collection. [3]
General Video Game Playing (GVGP) [4] has emerged as a challenging task for
Artificial Intelligence agents, as it requires them to learn di↵erent game environ-
ments and their corresponding rules. In such environments we define exploration
to be the process through which an agent interacts with the environment to gain
an understanding of it, and experiment with its own features.
Conventional implementations of Reinforcement Learning are known to strug-
gle in environments where such exploration is di�cult, due to factors such as
reward-sparsity, necessity of strategic play, and movement complexity [7]. We
investigated to what advantages/disadvantages Decision Transformer may have
held over Behavioural Cloning in such environments.

2 Method

To investigate the exploration ability of Decision Transformer and Behavioural
Cloning, we required a baseline environment with low-di�culty exploration, and
an environment with high-di�culty exploration for testing.
2 environments from ALE were chosen, namely:
Breakout, and Frostbite.
Breakout is characterized by dense rewards and easy exploration, due to its 1-
dimensional movement and repetitive gameplay, whereas Frostbite is character-
ized by dense rewards and di�cult exploration, due to the complex 2-dimensional
movement required in traversing the moving platforms, as well as the strategic
gameplay in constructing an igloo via jumping on consecutive ice floes.
The hyper-parameters used for each approach are taken from Chen et al, who
consistently trained over 5 epochs with a batch size of 128, 50 bu↵ers, and 1%
training data for all approaches in all environments.
Each approach is trained and evaluated for three di↵erent seeds for each ATARI
game. For the training, a 1% sample of all o✏ine data pertaining to that game
was used as a training set as is done in Chen et al. [3].
Once every 20 timesteps of learning, we evaluated the model by deploying it
within the relevant environments from ALE in order to produce training curves.
We used 3 seeds for each algorithm on each environment for better validity. We
took the outputted scores from the experiments, and averaged them across the
three seeds, per timestep, per algorithm, per environment in order to produce
the data necessary for 4 training curves.
From the mean scores, we obtained normalized scores, based on scores obtained
from a SOTA Q-Learning algorithm, namely Double DQN [5]. A normalized
score of 100 represents being on par with DDQN. From these normalized scores,
we plotted the training curves. Due to the extremely high variance seen in the
data, a rolling mean of 20 was used for smoothing purposes.

3 Results
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DT BC
Normalized mean score 19.09 12.69
Normalized std dev 1.61 2.18

Table 1. DDQN Normalized Scores
for ATARI Breakout.

DT BC
Normalized mean score 70.35 39.37
Normalized std dev 12.09 6.70

Table 2. DDQN Normalized Scores
for ATARI Frostbite.

Fig. 1. Training Curve for Breakout Fig. 2. Training Curve for Frostbite

4 Discussion

4.1 Breakout

The performance seen in Breakout is in line with Chen et al, where DT achieved
a DDQN normalized score of 22.26, and BC achieved a DDQN normalized score
of 11.56 [3]. The di↵erence in performance between our results and Chen et al’s
can be attributed to the high variance in performance demonstrated by both
algorithms. DT significantly outperforms BC, with a 50% score improvement, as
expected from what is seen in literature [3].

4.2 Frostbite

DT continues to outperform Behavioural Cloning, achieving a 79% score im-
provement over BC. This is a significant increase in disparity than to that seen
in Breakout, suggesting that DT is more robust to such dense-reward, di�cult-
movement, hard-exploration environments.
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Abstract. Graph neural networks (GNNs) have emerged as a key re-
search area in the neural network field. While numerous advancements
have been made, there is limited research on using different optimisation
algorithms to train GNNs. This paper investigates the potential of parti-
cle swarm optimisation (PSO) for training GNNs. A novel PSO variant,
AdamPSO, is proposed, which combines the Adam optimiser with PSO.
Preliminary results indicate that AdamPSO can rival or even surpass the
performance of Adam, particularly on smaller GNN models. With appro-
priate parameter adjustments, AdamPSO holds significant potential in
the realm of GNN training.

Keywords: metaheuristics · particle swarm optimization · graph con-
volutional networks · graph attention networks.

1 Introduction

Introduced in 2008 [7], graph neural networks (GNNs) have become a prominent
research area due to their ability to model graph-structured data [12]. While the
use of metaheuristic optimisation algorithms on neural networks has a consid-
erable amount of research [1, 3, 8], their application to enhance GNN training
remains a comparatively unexplored area.

PSO is a population-based optimisation algorithm, where the search is con-
ducted by simulating the social behaviour of a swarm. The population (swarm)
consists of candidate solutions (particles) [9]. Each particle’s movement in the
search space is determined through a velocity and position update. Particles
collaboratively use their personal best positions and the swarm’s global best po-
sition to determine their movement direction and speed [4]. This study uses PSO
to train graph convolutional networks (GCN) [5], inspired by convolutional neu-
ral networks (CNN), and graph attention networks (GAT) [10], which enhance
GCNs by incorporating self-attention mechanisms.

2 Proposed Method

Gradient descent PSO (GDPSO) is a PSO variant that uses gradient information
together with the social information to guide the search [2]. GDPSO performs
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standard PSO iterations, and at each iteration updates the global best using the
stochastic gradient descent (SGD) algorithm. We propose AdamPSO, where the
Adam optimiser [6] is used in the GDPSO setting in place of SGD algorithm. By
using Adam exclusively for the global best, AdamPSO retains the original PSO’s
explorative advantages, offering a balance between exploration and exploitation.

The AdamPSO algorithm was tested on three GNN models: two GCN vari-
ants and one GAT. The first GCN is more complex and specially tailored for
text classification [11], evident in its larger embedding size of 200, in contrast
to the second GCN model that was taken from the original GCN architecture,
with an embedding size of 4 per layer [5]. Six datasets were used: 20 news group
(20NG), Movie Review (MR), Cora, Citeseer, Pubmed, and Karate. AdamPSO
was benchmarked against Adam, SGD, PSO, and GDPSO.

3 Results

Table 1 displays the average test accuracy and standard deviation across 10
runs for each algorithm on the different dataset. According to Table 1, Adam
marginally outperformed AdamPSO for the text classification GCN and GAT.
However, AdamPSO significantly outperformed Adam for the second GCN. Both
the text classification GCN and GAT have higher dimensionality compared to the
second GCN model. Based on these observations, we conclude that AdamPSO
is more effective than Adam for models of lower dimensionality. We have also
observed that AdamPSO converged faster than Adam, implying that fewer iter-
ations may be required to reach the solution.

4 Conclusion

In this paper, a selection of PSO algorithm variants were applied to GCN training
and benchmarked against standard gradient-based Adam training. AdamPSO
was proposed, which applies the Adam update to the global best particle of the
swarm. Results indicated that AdamPSO performed comparably to Adam, and
outperformed Adam on smaller problems. Future work will include a study of
AdamPSO hyperparameters, and will consider other ways of hybridising gradient
information with the social information of the swarm.

Table 1. Test accuracy across the optimisation algorithms

Model GCN 1 GCN 2 GAT
Dataset MR 20NG Cora Citeseer Pubmed Cora Citeseer Pubmed

Algorithm
AdamPSO 72.78 ± 0.39 84.74 ± 0.24 96.59 ± 0.38 89.08 ± 1.85 95.0 ± 0.41 81.7 ± 2.35 77.17 ± 0.39 83.18 ± 0.44
Adam 76.25 ± 0.46 86.26 ± 0.16 66.35 ± 4.3 55.77 ± 5.99 86.31 ± 0.27 83.83 ± 0.48 78.15 ± 0.31 84.86 ± 0.28
SGD 49.71 ± 2.07 5.44 ± 0.23 35.47 ± 5.27 34.22 ± 9.13 39.53 ± 1.41 21.37 ± 5.47 22.14 ± 4.36 40.42 ± 10.99
PSO 50.75 ± 1.01 5.11 ± 0.83 35.8 ± 3.71 27.3 ± 3.83 66.92 ± 5.43 16.62 ± 4.6 18.24 ± 3.34 41.9 ± 6.72
GDPSO 51.3 ± 1.3 6.64 ± 0.67 88.45 ± 3.75 73.48 ± 2.74 86.22 ± 1.62 82.66 ± 0.96 77.2 ± 0.54 83.20 ± 0.37
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