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Abstract. Semi-supervised learning is a deep learning paradigm that
has shown significant value for general machine learning and genera-
tive modelling. To date, Generative Adversarial Networks (GANs) still
suffer from challenges related to mode collapse and other sources of in-
stability. Further, little research has been done to investigate how incor-
porating semi-supervised learning (using SGAN) and pre-training (using
VAE) into GAN training might alleviate some of these challenges. To this
end, this study proposes SSGAN, a combination of VAE and SGAN, to
tackle some of these challenges. Our extensive qualitative and quantita-
tive analysis shows that the proposed approach significantly improves the
stability of GAN training and the quality of generated images. Further,
the results indicate that this can be done with relatively few additional
labelled examples. In conclusion, continued research and exploring foun-
dation models and other semi- and self-supervised learning mechanisms
will likely lead to further improvements.
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1 Introduction

Beyond supervised learning, machine learning encompasses both unsupervised
and semi-supervised paradigms [14]. An example of unsupervised learning is
generative modelling, which enables the sampling of novel outputs that are rep-
resentative of the underlying probability distribution of the source dataset [4,6].
Specifically, Generative adversarial networks (GANs) have found utility in nu-
merous tasks, including image generation, image manipulation, 3D object syn-
thesis, video synthesis, and natural language generation [3,5].

Semi-supervised learning has gained attention due to its ability to learn from
labelled and unlabelled data. Here, the number of labelled samples is often far
less than that of unlabelled samples. It is especially useful for training models
with limited labelled samples and abundant unlabelled samples [13].
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