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Abstract. Natural language processing (NLP) has made significant progress
for well-resourced languages such as English but lagged behind for low-
resource languages like Setswana. This paper addresses this gap by pre-
senting PuoBERTa, a customised masked language model trained specif-
ically for Setswana. We cover how we collected, curated, and prepared di-
verse monolingual texts to generate a high-quality corpus for PuoBERTa’s
training. Building upon previous e↵orts in creating monolingual resources
for Setswana, we evaluated PuoBERTa across several NLP tasks, in-
cluding part-of-speech (POS) tagging, named entity recognition (NER),
and news categorisation. Additionally, we introduced a new Setswana
news categorisation dataset and provided the initial benchmarks using
PuoBERTa. Our work demonstrates the e�cacy of PuoBERTa in foster-
ing NLP capabilities for understudied languages like Setswana and paves
the way for future research directions.
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1 Introduction

The development of monolingual models for local languages is essential in better
understanding individual languages and further developing tools for those lan-
guages [22]. It has been shown that monolingual models can further be improved
for downstream tasks later on [37, 8] or even allow for cross-lingual transfer [36]
and also have a space in improving translation models [9]. Ultimately, the avail-
ability of more monolingual models and the curation of data to train them will
increase the opportunities for bigger multilingual models [12], as they will have a
larger pool of data to learn from, better evaluation for the individual languages
and knowledge of the limitations of approaches and knowledge of the various
limitations of approaches utilised by monolingual models (e.g. the development
of subword segmentation to improve language models for Nguni languages [28]).


