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Abstract. The literature on artificial intelligence (AI) ethics is dominated by a 
Global North outlook, despite AI ethics not being uniform across societies. The 
aim of this exploratory study is to contribute to the literature on AI ethics by 
offering a governance perspective from the Global South. The study uses a qual-
itative methodology and semi-structured interviews to explore the views and pro-
posals of South African-based AI practitioners and associated experts on mecha-
nisms, methods, and measures to govern AI. The study identifies themes relevant 
to the governance of AI ethics for organisations in South Africa, focusing on 
external and internal measures that influence AI ethics. The study finds that or-
ganisations can take a range of measures to address AI ethics. Additionally, the 
study highlights differences between how AI ethics is approached in South Africa 
and the Global North. 
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1  Introduction 

 
The field of artificial intelligence (AI)1 is rapidly advancing, with the potential to 

revolutionise various industries. As AI systems become increasingly integrated into so-
ciety, they raise ethical questions and have been at the centre of scandal and controversy 
[1]–[10]. A recent example of this is the development of generative AI tools, such as 

 
1 While there are many definitions of "artificial intelligence," this article broadly considers AI as 

a human-designed system that decides on the best actions to achieve a given complex goal. It 
does so by acquiring data through various means, such as machine learning algorithms, sen-
sors, or other sources, interpreting the collected structured or unstructured data, reasoning on 
the knowledge derived from the data, or processing the information. 
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ChatGPT  [11]–[14]. As the technology is increasingly rolled out at pace [15], it is 
crucial for organisations and policymakers to consider the ethical implications of AI's 
development and deployment. However, the field of AI ethics and policy-related work 
is dominated by the Global North. The lack of input and perspectives from the Global 
South affects the issues that receive attention and, more importantly, those that do not 
[16]  [17]. This article explores AI ethics from a South African perspective – the country 
serving as a representative of Africa and, more broadly, the Global South. It provides 
empirical research that explores South African-based AI practitioners and associated 
experts' views and proposals on mechanisms, methods, and measures to govern AI eth-
ics.  It builds on previous research that compared universal AI ethics risks to those 
specific to South Africa [18]. 

 

2 Trends in the Literature 

 
There are still notable gaps and shortcomings in the AI ethics literature, despite the 

rapid expansion of the body of work in recent years [4], [16], [19]. There are still rela-
tively few studies providing an empirical account of how the AI fraternity perceive and 
govern ethics in practice. The literature mostly takes an outside-in view, where findings 
and recommendations are not explicitly based on empirical data. There is, for instance, 
a plethora of non-empirical, normative guides and proposals for how organisations 
should manage AI ethics [20]. Whereas, studies that provide empirical data from prac-
titioners or associated experts are relatively rare and frequently anecdotal [21], resulting 
in calls for the creation of more practical AI governance insights and proposals, which 
would have utility to organisations [22]. 

This gap in empirical AI ethics research is slowly being filled, albeit with varied 
focus areas, populations, and methodological approaches. Examples of this include Orr 
and Davis [23] who interviewed a sample of 21 Australian AI practitioners on how they 
attribute ethical responsibility with AI systems. Moss and Metcalf's [24], who con-
ducted an ethnographic study with 24 "ethics owners" in digital technology companies 
in Silicon Valley. Morley et al.'s [25] conducted a mixed method qualitative study on 
UK-based AI practitioners' understanding, motivation, barriers, and application of AI 
ethics principles and practice. Rakova et al. [26] conducted 26 interviews with practi-
tioners working in the AI industry in a handful of Global North countries to investigate 
common challenges for "responsible AI" initiatives. Ryan et al. [27] held workshops 
with 19 primarily Global North AI practitioners to explore the tensions between AI 
individual ethical values versus organisational values. Stahl et al. [21] present empirical 
findings, based on ten case studies in the Global North, of how companies approach AI 
ethics. 

The field of AI ethics has made considerable progress in recent years, producing a 
variety of guides, policies, frameworks, principles, and values for improving the ethical 
(or responsible) development and utilisation of AI [16]. These resources ostensibly in-
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fluence how the public and private realms will design, develop, deploy, utilise and reg-
ulate AI [19]. However, the production of knowledge related to AI ethics mimics re-
flects the composition of the predominant AI industry and workforce – lacking diversity 
and centred in a few hubs [20], [28][29] [30]–[33]. This lack of diversity is also re-
flected in the creation of AI ethics codes, policies, and frameworks [34]. The most 
prevalent literature on AI ethics is primarily produced and published by North Ameri-
can and European-based entities [4], [19], [35], [36]. Specifically, Africa's contribution 
to the AI ethics literature has been "very weak" [37], although recent efforts have been 
made to reverse this trend [38]. Closely linked to the Global North dominance, AI ethics 
is mostly approached and portrayed in universalistic sense [17]. This often implies an 
assumption that the constituent elements of AI ethics (e.g., values, concepts, risks, mo-
rality, norms) are the same everywhere. However, there is little research that considers 
and explores how AI ethics, both in theoretical and pragmatic terms, are unlikely to be 
the same for disparate groups at an inter-regional or country level [33], [39]–[42]. This 
is a significant gap because the perception, practice, and impact of AI ethics will vary 
among entities with disparate conditions [18], [43]–[45], [46], [47]. This presents a 
problem, as the ethical frameworks and standards for AI reflect the value systems and 
power structures of the Global North [19]. These Western values are not necessarily 
universal, and may differ from other cultures, including the heterogeneous populations 
in Africa [37], [38]. Despite this, most literature on AI ethics does not make a mean-
ingful attempt to explore the differences between how the dominant narrative in the 
Global North and developing regions view and approach AI ethics [38], [48]. 

 

3 Methodology 

 
The research explored the views and proposals of the AI community members in 

South Africa on mechanisms, methods, and measures to govern AI ethics. The research 
is exploratory in nature, and consequently, the empirical research used an inductive and 
qualitative approach [49]. The unit of analysis is South Africa’s AI industry, which 
includes organisations that specialise in AI-related products or services and the indi-
viduals who constitute these organisations. The unit of observation is on three corre-
sponding levels to allow for source triangulation. These levels include individuals in-
volved in an AI-driven organisation (industry participants), individuals in ancillary ar-
eas such as academia and research (expert participants), and individuals who have ele-
ments of both categories (hybrid participants). Sixteen study participants were identi-
fied using a combination of purposive and snowball sampling, and they included seven 
industry participants (44 percent), five expert participants (31 percent), and four hybrid 
participants (25 percent). Data collection took place via semi-structured interviews, us-
ing a novel research instrument, and was part of a broader research undertaking on AI 
ethics in South Africa [18].  The instrument was reviewed by two subject matter experts 
and two qualitative methodology experts for inter alia relevance and validity. Data col-
lection occurred via online interviews during January and May 2022, and interviews 
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lasted on average 45-60 minutes. The data was iteratively reviewed and analysed via a 
hybrid inductive-deductive approach to identify codes and themes via ATLAS.ti. The 
study received ethics approval from the university’s research ethics committee. 

4 Findings 

The findings were divided into two overarching themes according to the level of 
applicability. The first at the macro level and, the second, at an organisational level. In 
other words, how participants see the external environment in which organisations exist 
and operate, on the one hand, and, how participants see internal, organisational dynam-
ics, on the other hand.  

4.1  External  

The participants highlighted several high-level, themes in the macro environment 
that affect the perception and treatment of AI ethics. Table 1 provides an overview of 
the themes. 

 
Table 1. Overview of External Themes 

Theme Description 

Self-regulation insufficient  Self-regulation may benefit unscrupulous 

actors 

Government oversight required  State best positioned to set and enforce 

regulations 

Multi-stakeholder dialogue  Regulation should involve multi-actor 

dialogue 

Horses for courses  Bespoke regulations for different sectors 

Existing governance code lacking  AI corporate governance guidance 

needed 

International obligations  South Africa's global AI ethics obligations 

 

Self-Regulation Insufficient.  There was nearly unanimous scepticism across all par-
ticipant categories for only having self-regulation measures in place to govern AI, either 
at an industry or enterprise-level. Participants noted that self-regulation inherently 
brings forth significant challenges and limitations. Many raised questions over whether 
an organisation that is fundamentally driven by profit should self-regulate and to whose 
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benefit this would be. There was a broad consensus across all participant categories that 
there should be some form of external, mandatory regulation. Industry participants 
noted that this would create an equal playing field and set clear expectations and re-
quirements. Whereas now, organisations with lower ethical standards could benefit rel-
ative to ones that have higher ethical standards. Moreover, all participants noted that 
organisations generally take existing mandatory measures seriously and suggested that 
organisation would follow suit if there were similar requirements for AI. 

 
Government Oversight Required. There were various views regarding the form and 
function of AI regulation, including who should be responsible, what it should entail, 
and what should be included or excluded. The most common view, across participant 
categories, was for government, in some shape or form, to be responsible for regulating 
AI. There was, however, scepticism over the South African government's political will, 
resources, capacity, and technical competence to effectively play such a role. Although 
it was noted that many governments, including those in the Global North, were also 
grappling with regulating fourth industrial revolution (4IR) technology. A handful of 
expert participants, however, noted that AI regulations would, even with limited imple-
mentation or enforcement, at least set expectations for acceptable behaviour and help 
shape the ethical milieu. 

 
Multi-Stakeholder Dialogue. Participants indicated that regardless of the form or 

source of oversight, regulation cannot be merely a top-down implementation of laws, 
rules, or requirements. Instead, it should include a multi-stakeholder dialogue that in-
volves enterprises, government, civil society, and the public. Through this dialogue, the 
different stakeholders can determine what measures need to be put in place to govern 
AI. Furthermore, any governance framework for AI should strike a balance between 
proper oversight and regulation on one end and encouraging innovation and growth in 
the industry on the other.  

 
Horses for Courses. A handful of industry participants remarked that regulation 

should not consist of a one-size-fits-all approach, framework, or requirement. Instead, 
different sectors should have different requirements based on their risk levels, particu-
larly with regards to people's rights. Additionally, it is worth considering that regulation 
may be more necessary or appropriate in certain already regulated sectors, such as fi-
nancial services and healthcare. For example, healthcare and financial services often 
involve sensitive personal information, which requires a higher level of security and 
privacy protection than other industries. Similarly, autonomous vehicles or drones pose 
different risks than other AI applications.  

 
Existing Governance Code Lacking.  Participants noted that the prevailing corpo-

rate governance mechanisms is lacking in terms of its relevance in governing AI ethics 
risks. In South Africa, the preeminent corporate governance code is the King Report on 
Corporate Governance (King Code). However, most industry participants made re-
marks suggesting that they did not consider the King Code relevant to AI governance. 
Moreover, sections in the King Code that addresses technology were said to be too 
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generic and did not sufficiently account for AI's unique features. 
 

International Obligations. Expert participants noted that South Africa is directly 
or indirectly influenced by existing global agreements, such as the UNESCO Recom-
mendations on the Ethics of AI and the OECD Principles on AI, as well as foreign 
statutory requirements such as the General Data Protection Regulation (GDPR), which 
are relevant to AI and related areas such as data governance. However, at an African 
level, there are currently no AI or data management obligations in place by regional 
bodies such as the African Union or the Southern African Development Community. 

 

4.2 Internal 

The participants identified an eclectic range of internal governance and management 
measures that are relevant to organisations with regards to AI ethics. Table 2 provides 
an overview of the themes. 

 
Table 2. Overview of Internal Themes 

Theme Description 

Awareness of ethics 
Starting point of AI ethics is awareness, conceptual 

clarity 

Bottom-up consultation Organisations must consult with stakeholders 

Diverse and informed staff 
Plurality in workforce composition, leaders 

knowledgeable of AI 

Develop existing frameworks 
Adjust existing (Global North) ethics frameworks for 

local context 

Tailored path Universal approach not feasible, desirable 

Expand existing structures 
Build upon strategy, vision, values and enterprise risk 

governance 

 
Awareness of Ethics. Participants noted that recognizing AI ethics as a critical issue 

is the starting point for governance. In other words, awareness is a meta-measure and a 
necessary precondition for organisations to manage AI ethics effectively. Furthermore, 
AI ethics should be regarded as a holistic and interdisciplinary phenomenon – it is not 
solely a technical issue, nor limited to ethicists. 
 
Bottom-up Consultation. Expert and industry participants called for organisations to 
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adopt a bottom-up, consultative approach with stakeholders. In other words, they rec-
ommended engaging with those who are directly affected by the technology and not 
simply imposing it on them from the top-down. This includes considering ethics at all 
stages of the AI life cycle. Organisations must recognize the importance of engaging 
with stakeholders in the development and deployment of AI. This includes engaging 
with end-users, customers, and other stakeholders who are directly impacted by the 
technology. By involving these stakeholders in the development of AI, organisations 
can ensure that the technology is designed and deployed in a manner that is ethical, 
transparent, and inclusive. 

 
Diverse and Informed Staff. Expert and hybrid participants noted that the compo-

sition of an organisation's workforce and leadership needs to be diverse in terms of 
disciplinary approach (e.g., social science, computer science, humanities) and de-
mographics (e.g., age, gender, race, and ethnicity). This diversity would facilitate the 
responsible and ethical development and utilization of AI by providing staff with a 
broader variety of perspectives and backgrounds to assess ethically relevant decisions. 
Moreover, senior leaders and governing bodies need to be more astute in understanding 
the technology and its socio-technical nature and consequences. This includes develop-
ing a deeper understanding of the ethical implications of AI and the broader societal 
impact of the technology. This understanding should be integrated into the organisa-
tion's decision-making processes and governance structures to ensure that ethical con-
siderations are considered at all levels of an organisation. 

 
Develop Existing Frameworks. Many participants across categories mentioned that 

local companies have access to a number of AI ethics frameworks. However, all of 
these frameworks were developed by entities in the Global North, including big multi-
national consulting firms, large technology companies, and professional associations. 
A handful of expert and hybrid participants noted that these frameworks cannot simply 
be cut-and-pasted into the Global South or South African context. In addition, there are 
practical challenges for organisations in operationalizing these frameworks in their 
daily workflows. 

 
Tailored Path. Industry and expert participants indicated that a one-size-fits-all ap-

proach to AI ethics is unsuitable because different organisations, or potentially even 
different business units within an enterprise, may face dissimilar ethical questions. 
Therefore, organisations should adopt a tailored approach to AI ethics governance and 
management. The appropriate measure will be influenced by variables such as industry, 
size, operating model, maturity level, and organisational culture. 

 
Expand Existing Structures. Industry participants noted that AI ethics governance 

need not be an entirely new initiative, but rather can build on existing organisational 
features and dynamics. For example, an organisation's current mission, vision, strategy, 
values, governance structures, and management measures can be leveraged to support 
AI ethics governance. By building on existing features, organisations can create a more 
integrated and sustainable approach to AI ethics governance. 
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5 Discussion 

This section discusses the relevance of the external and internal findings, among 
South African participants. It ends by briefly contrasting some of the major South Af-
rican themes with the Global North. 

 

5.1 External 

 
The first two themes, 'self-regulation insufficient' and 'government oversight required', 
relate to the necessity and nature of regulation and supervision. The findings reiterate 
the existing body of literature that is critical and sceptical of exclusive industry self-
regulation [1], [3], [50]–[52]. Notably, industry participants expressed misgivings 
about self-regulation and were unanimous in the need for some form of external regu-
lation. This stands in contrast to what one might expect, as organisations would osten-
sibly have the most to gain from not having any supervision. The South African partic-
ipants' calls for regulation echo similar appeals from leading technology companies in 
the Global North [53]. Industry participants argued that regulation would establish an 
equal playing field by demarcating acceptable conduct for all organisations. Instead of 
inhibiting innovation, a pervasive risk with regulation, it may allow the industry to act 
more freely by demarcating a fence of acceptable conduct and result in a net gain of 
innovation [54]. There is self-reported evidence to suggest that organisations would 
comply with mandatory external regulation. The participants, for instance, claimed that 
their organisations are adhering to existing South African legal requirements on the 
collection, storage, and treatment of data. Notwithstanding, until there is some form of 
external oversight, the de facto position will be a continuation of the status quo where 
organisations self-define acceptable and ethical conduct. South African practitioners 
could, in the absence of external regulation, adopt a voluntary model, similar to some 
US-based organisations [55]. 
    The most common view was that the government is best positioned to provide exter-
nal oversight of AI, given that it has the mandate and authority to formulate and enforce 
regulations in the interest of all societal stakeholders. This view, however, seems to 
stand in contrast to the South African government's approach, which has shown limited 
appetite to guide and regulate AI. Rather, the South African government appears almost 
exclusively focused on the technology as a socio-economic tool. There is, based on 
prevailing policy papers and officials' remarks, not much focus per se on the responsible 
and ethical use of 4IR technologies [56]–[58]. Moreover, the country still does not have 
a national AI strategy, which puts it in a minority among middle-income countries [59]. 
In contrast, other African states such as Egypt, Kenya, Mauritius, and Rwanda have 
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more elaborate AI policies and bodies [60]–[62]. The South African government's rel-
ative indifference diverges even more from the Global North where countries such as 
the EU, UK, and US have comprehensive national strategies [63]–[66].  

There is little evidence in the literature that the commercial use of AI, either in South 
Africa or elsewhere, takes place in the context of meaningful consultation between or-
ganisations and its stakeholders [24]. A 'multi-stakeholder dialogue', which dovetails 
with the internal theme of 'bottom-up consultation', consists of key stakeholders such 
as government, industry, civil society, and citizens having an in-depth consultation on 
the technology. Such a dialogue would ostensibly provide more legitimacy and trans-
parency to the development and use of AI, which is currently a top-down, elite-driven, 
and imposed endeavour [67]. A multi-stakeholder dialogue and bottom-up consulta-
tions could also pre-emptively forestall AI-related ethical scandals as the population 
would have been consulted on, for instance, how and where AI is used. A multi-stake-
holder dialogue would present both representation questions (e.g., who gets to partici-
pate, what is their mandate) and logistical challenges (e.g., how is it constituted? How 
do you get wide-spread participation?). However, participants did not delve into these 
broader and practical aspects of this proposal. Nonetheless, there are existing outreach 
models that could be emulated for this type of consultation. For instance, parliamentary 
consultations. 
 There is practical merit in the proposal of having different regulations for dif-
ferent sectors, as outlined by the 'horses for courses' theme. This ties up with the liter-
ature, which has indicated that organisations in diverse sectors would be affected and 
need to have different approaches to the responsible use of AI [68]–[70]. There is little 
overlap between how AI may be used, for instance, in the agriculture, financial services, 
health, and tourism sectors. This view is reflected in the UK's proposed AI regulations, 
which involve various oversight actors [65]. Moreover, guidance or regulations would 
need to have a certain level of granularity and applicability to be practically useful in 
different sectors. Putting aside questions over who would be responsible for regulation, 
it would nonetheless be exceedingly cumbersome to formulate different requirements 
for each sector, especially in a government with constrained resources – which is the 
case for most Global South countries. Similarly, it would be equally challenging to 
monitor and evaluate compliance. Indeed, it may be more feasible for external govern-
ance to only apply to a handful of key areas, which are associated with fundamental 
human rights. Such an approach would broadly correspond with the regulatory model 
(i.e., AI Act) that the EU has opted for, where the level of regulation and oversight of 
AI systems corresponds to its potential harm and negative impact on fundamental rights 
[71]. This theme interlinks with the 'tailored path', where each organisation adopts an 
ethics strategy that is fit-for-purpose to its, inter alia, industry, maturity-level, and place 
on the AI value chain. Meaning that there are no off-the-shelf approaches or solutions 
that would likely be applicable to all organisations. Rather, leadership will need to tailor 
organisational approaches, albeit on the template of pre-existing frameworks and regu-
latory requirements. 

Regarding existing corporate governance frameworks, the King Code was found to 
be inadequate to deal with the specific ethical and governance challenges presented by 
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AI. The King Code provides a generic approach to technology governance, lacking nu-
ance especially on 4IR technologies [72]. The King Code's shortcoming means that 
organisations, in terms of corporate governance best practice, have no specific obliga-
tions nor guidance with regards to AI, or 4IR more broadly. The Institute of Directors 
South Africa, the body responsible for the King Code, could issue a supplementary 
guidance paper on AI – similar to what it did for the issue of climate change [73]. The 
supplementary guidance contextualises climate change within South Africa's existing 
corporate governance requirements and environment and spells out governing bodies 
obligations and responsibilities. Such supplementary guidance would provide South 
African-specific guidance to local governing bodies. However, the industry and hybrid 
participants gave little indication that the AI industry gave much consideration to the 
King Code, even as it relates to general corporate governance requirements. This sug-
gests that an AI-related update or addition to the code may not filter through into prac-
tice, at least not for non-listed, SMEs that are not obliged to adhere to the King Code. 
Whereas an update to existing corporate governance guidance is more likely to affect 
larger, stock exchange listed companies, who have a track record of implementing the 
guidance [74]. 
 Moving now to the emergence of a variety of international approaches that 
touch on AI ethics, as identified in the 'international obligations' theme. AI is transna-
tional in nature – a model can, for instance, be developed in one jurisdiction but ex-
ported and used in another. Additionally, many corporates scale their AI models to op-
erate at a global level – recognisable examples are Google's search engine, OpenAI's 
generative AI applications, and social media feeds. Consequently, there should ideally 
be international standards and governance. There have been recent developments on 
this front. There is no African-centred AI approach, but there are several international-
level efforts that are applicable to South Africa on a voluntary basis or may indirectly 
influence it. In the former category, is the UNESCO recommendations on AI that in-
clude an AI impact assessment [75]. In the latter camp, is the OECD AI Principles and 
the EU's AI Act, which observers have labelled the "the General Data Protection Reg-
ulation (GDPR) for AI" [63], [76]. The EU's proposed AI-focused legislation will al-
most certainly have an impact on South Africa [62], [77], [78]. A by-product of the 
GDPR was that customers beyond Europe become more empowered in how their data 
is collected and stored [78], [79]. It is not clear whether organisations give any consid-
eration to these international efforts, and how they would translate these into practice 
unless they are formalised and codified into South African regulations or law. Notwith-
standing, any South African domiciled organisation that wants to operate or serve cus-
tomers in a foreign jurisdiction would need to account for the transnational require-
ments of that area. 

5.2  Internal 

The starting point for governing AI ethics is to acknowledge and understand the 
topic. In other words, organisations need to have 'awareness of ethics'. The overwhelm-
ing amount of literature on AI ethics often implicitly assumes this underlying assertion 
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– organisations need to recognise that AI ethics is worthy of time and resource com-
mitments. There is some evidence that this is often not the case [21]. Artificial intelli-
gence ethics cannot be another compliance tick box that is obfuscated and merely bur-
ied within broader and more generic processes and procedures. Or alternatively only 
dealt with in a reactive, crisis-born manner, which seems to be a typical approach [26]. 
Employees need to be aware of ethical issues in order to raise relevant concerns in a 
consistent, iterative manner [80]. Rank-and-file staff are unlikely to take AI ethics se-
riously if an organisation's executive leadership or governing body does not view it as 
important or is not cognisant of its scope and dynamics. Moreover, ethics cannot be 
seen merely as a technical problem with technical solutions, which obscures the socio-
technical nature of AI. Rather, according to this view, AI needs to be understood and 
approached holistically and interdisciplinary, which is also a growing call in the litera-
ture[4],[41],[81]–[84]. 
 Closely linked to awareness is the theme of 'diversity & informed staff'. This 
theme reenforces a reoccurring idea, that there is currently a gap in leaders' knowledge 
of AI and, consequently, there is a lack of governance on this front. At a governing 
body-level, it suggests that organisations need to incorporate expertise beyond the tra-
ditional general business management domain. A governing body could include a com-
bination of more technically savvy and social science-orientated individuals. Alterna-
tively, governing bodies and senior leadership can consult independent experts to ad-
vise them on AI and its ethical implications. Which are all calls that have also been 
made by others [85]. At an operational-level, a diverse workforce is more likely to be 
cognisant of the broader social-ethical impact of an organisation's output [27], [80]. 
This theme also echoes existing literature that calls for diverse AI workforces [28], [86]. 
However, the constraint to this is that the AI workforce globally tends to be predomi-
nantly males from a computer science or statistics background [20], [87]. Meaning that 
organisations may find it challenging to hire more diverse teams, due to a limited pool 
of diverse talent. Similarly, organisations, especially SMEs with constrained resources, 
would find it challenging to justify hiring non-technical staff in order to have a more 
representative, ethically orientated workforce. 
 There was a wide-spread awareness among participants of ethical frameworks 
and ethical codes from the Global North, as noted in the 'elaborate on existing frame-
works' theme. None of the participants, however, indicated awareness of any local or-
ganisations that utilise these codes. Moreover, there is little evidence in the literature to 
suggest that the use of these frameworks or codes is widespread, either in South Africa 
or beyond [25], [88]–[91][1], [25], [32], [88], [90]–[92]. AI ethics frameworks and 
codes seem to primarily be in place among large US-based technology companies, for 
example Alphabet/Google, Microsoft, and IBM [93]–[95]. While the research did not 
explore the reasons for the lack of utilisation, there was no suggestion that it was be-
cause of a flaw or deficiency in these resources. Indeed, participants generally praised 
the quality of the frameworks and codes. However, shortcomings that make it challeng-
ing are that they tend to be either quite abstract – leaving questions of how-to opera-
tionalise it – or technically orientated and not accounting for AI's social impact [24], 
[86], [96]–[98]. Besides, the frameworks may not be ideally positioned for South Af-
rica, given that it was created from a Global North perspective with different values and 



12 

cultural assumptions [19], [37]. Additionally, the absence of these frameworks and 
codes are possibly a function of how organisations see AI (i.e., it does not need special 
resources) and what they use it for. For instance, one participant did not see his organ-
isation's use of AI as posing any noteworthy ethical risks. Furthermore, it could also be 
a function of an organisation's maturity level, with SMEs less likely to have a formal 
approach to ethics in general [99]. A company focused on survival is unlikely to adopt 
specialised frameworks or codes for AI. Another factor may be that organisations do 
not have the necessary expertise or resources to convert these to the local context. These 
codes and frameworks may have greater adaptation if concrete regulatory requirements 
are introduced, which would incentivise formal ethics governance. 

 
 The governance and management of AI ethics does not require the reinvention 
of the wheel. That is, an AI ethics structure does not necessarily need to be developed 
from scratch, but organisations can 'build onto existing structures', as noted by sev-
eral authors [22], [70], [80], [100]. Indeed, AI ethics structures can be derived from 
and erected on top of an organisation's existing vision, mission, values, strategy, 
policies, structures, and workflows. Some participants' organisations were doing this 
in the sense that their AI work flowed strongly from their vision and raison d'etre – 
this while they did not have a formal AI strategy or approach. In other words, there 
was an alignment between their organisational purpose (i.e., values, mission, vision), 
customer value proposition, and utilisation of AI. This latter type of approach is 
probably more manageable and sustainable for smaller organisations that have an 
aligned workforce but lack the resources or capacity to have a formal ethics ap-
proach. A structured approach would be suited to larger, complex organisations. Fur-
thermore, AI governance can be incorporated into existing corporate governance 
structures [22]. 

5.3 Differences Between South Africa, Global North 

Based on the findings and discussion, a handful of notable differences between 
South Africa, as a representative of the Global South, and the Global North's approach 
vis-à-vis AI ethics can be noted in order to contrast the approaches and potentially 
serve as a basis for further exploration in future studies. Firstly, there appears to be 
little pressure or expectation on South African organisations to demonstrate a com-
mitment to utilising AI in an ethical, stakeholder-centric manner. This deduction can 
be made based on several themes. In contrast, many organisations in the Global 
North, especially large technology companies, have to show some cognizance and 
sincerity towards using AI ethically. This difference may be due to the Global North 
having a longer track record of working on AI, and civil society and populations being 
more attuned to their rights in relation to digital products and services. For instance, 
South Africa has not had any AI-related public scandals, whereas there are regular 
controversies in the Global North. Secondly, related the previous assertion, there are 
more official constrains, regulations, and laws in the Global North on AI. For in-
stance, the EU's efforts to regulate AI at a transnational level, and more than a dozen 
individual states in the US have passed legislation on AI. In contrast, in South Africa 
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there is no overt regulation and only limited legal frameworks that have nominal rel-
evance to AI. Moreover, there is evidence of established, formal cooperative partner-
ships on AI in the Global North, where companies band together to advise and discuss 
ethical AI. There is little evidence of similar efforts in South Africa. Thirdly, the 
South African government's policy documents seem concerned with AI almost ex-
clusively as an economic growth tool and fails to give much recognition of its socio-
technical nature. In contrast, the majority of national policy papers and strategies from 
Global North countries (in addition to a growing number of states from the Global 
South) incorporate elements on the responsible and ethical use of AI and its potential 
fall-out. Lastly, the Global North has produced a substantial number of codes, values, 
and frameworks on AI ethics produced by inter alia academia, technology companies, 
civil society, consultancies, international organisations, and think tanks [96]. Indeed, 
it could be postulated that there are an excess codes and frameworks. In contrast, 
there is a complete absence of this in South Africa, according to the findings. Local 
organisations would need to create their own or import/alter it from the Global North 
repository.  

6  Limitations 

The study has several limitations, primarily trade-offs related to the research strategy 
and methodology. Firstly, the qualitative design limits the study’s transferability, albeit 
a common feature of studies focused on ethical issues [101], [102]. Secondly, the sam-
ple size is relatively small and limited to South Africa, which also narrows the trans-
ferability of the findings. It must be assumed that the results represent only a part of the 
overall AI ethics landscape in the country and the Global South more broadly. Further-
more, the sample is not necessarily representative of the diversity of the AI-related 
workforce. It cannot be ruled out that a different composition of participants would 
yield different results. Lastly, there is a risk of participants demonstrating self-reporting 
bias and social desirability bias [101], [103], [104]. 

7 Conclusion 

The research identified several factors that influence the external and internal gov-
ernance and management of AI ethics in South Africa, a representative of the Global 
South. It was determined that there are numerous outside factors that shape the envi-
ronment in which organisations act and respond to ethics in relation to AI. Accordingly, 
organisational leaders can take a range of intra-company measures to address AI ethics. 
The article makes the following contributions to the literature and practice: (1) it adds 
a Global South/African perspective on mechanisms, methods, and measures to govern 
AI ethics. These findings, while being exclusively focused on one country, could be 
relevant to other countries in the Global South that share broadly similar features to 
South Africa; (2) it provides a counterweight to the dominance and predominant focus 
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on the Global North; (3) it relates the findings to existing literature and practice, espe-
cially to that of the Global North; and (4) it provides policymakers and organisations 
with empirical data to govern AI.  
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